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Abstract—Human recognition at a distance is important in 
security systems. In this document, is described an efficient 
identification method which is directly inspired from [3]. The 
problems with the existing algorithms are the accuracy of motion 
extraction and computation time. The solution proposed here is 
to identify people by measuring the closest similarity between 2 
distance signals. The results obtained with this method are very 
encouraging. The accuracy of this algorithm is 95% in outdoor 
conditions with a database containing 20 people and has a low 
computational cost. 

Index Terms— video surveillance, human motion analysis, 
principal component analysis, gait recognition 

I. INTRODUCTION 

iometrics is a technology which is very used to identify 
people by their characteristics (fingerprints, face, iris…), 

especially in control access  and also in the video surveillance. 
Human motion analysis enables to understand the behavior 

of persons. This process can determine how individuals move 
(walking or running) for example. In video surveillance, the 
association of biometrics and human motion analysis is an 
active research area. 

The human identification at a distance has been developed 
due to the need of person identification systems in sensitive 
places such as airports, banks... This new research domain 
aims to distinguish people by the way they walk. The 
advantage of this new technique is that we don’t need to have 
a contact with the person like in fingerprint recognition. 
Although, face recognition does not need a contact, it can’t be 
applied at a great distance. Gait analysis is the only way to 
identify people at a great distance [3]. 

However, is gait a reliable feature for identification? Some 
studies [4] [5] have shown that each individual has its own 
way of walking. Moreover, you can notice that you do 
identification by gait every day. Indeed, when you recognize 
someone who is walking at a distance, you analyze his 
appearance and the dynamics of his walking motion to identify 
him [2]. 

The recognition of people depends on the variation of their 
silhouette when they walk. In this paper, gait motion is 
supposed to be a succession of static body postures. We expect 
that the data contained in silhouettes are statistically sufficient 
to enable the identification. The recognition of a gait is 
performed by counting the number of silhouettes which 
correspond to a sequence of postures representing a person 
registered in a database. The comparison between silhouettes 
is performed using PCA (Principal Component Analysis). This 
technique consisting in analyzing data in another space is very 

accurate. It has already proved its effectiveness in face 
recognition where PCA is very used [3]. 

The solution described in this document is a silhouette-
based analysis directly inspired from [3]. The difference with 
[3] is that the identification is performed by matching 
silhouettes and not a sequence of successive silhouettes. The 
results obtained with the algorithm presented in this paper are 
very encouraging. The accuracy is 95% in outdoor conditions 
with a database of 20 subjects. In addition to that, the 
computational cost is low.  

The rest of the document is spitted into 3 parts. In the first, 
is described the existing gait recognition methods. The 
technical approach is presented in the next section. The 
experimental results are analyzed in the last part of this report.  

II. EXISTING GAIT RECOGNITION METHODS 
Although gait recognition is a new biometric technique, 

there are already gait analysis methods which have been 
developed [1] [3] [4] [6]. Motion analysis can be classified 
into two categories: model-based methods and silhouette-
based approaches.  

Model-based techniques [1] model the human body and try 
to match this model with each frame of the video. The 
advantage of these methods is that the movement is extracted 
robustly on the model [1]. However, the computational cost is 
high [1]. 

Silhouette-based approaches [6] can be divided into two 
classes:  

Methods in the first category consider that gait is a 
succession of static postures. They try to measure the 
similarity between two sequences of successive silhouettes to 
perform recognition. The problem with these systems is the 
variation of the walking speed. If the system learns a walking 
motion for one person at a speed s1, the system cannot 
recognise the person at a speed s2 < s1.  

The second class methods are spatiotemporal analysis and 
assume that gait is continuous. These techniques measure the 
similarity between two sequences by aligning them 
temporally. However, this type of method consumes a 
significant computation time which is not good in video 
surveillance [3]. 

In comparison with silhouette-based methods, our 
algorithm is less sensitive to the walking speed because we 
compare silhouettes and not a sequence. The computational 
cost of our algorithm is cheaper than a spatiotemporal 
analysis. 
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III. TECHNICAL APPROACH 

A. Overview of System Architecture 
The general architecture of the proposed algorithm is 

illustrated in the figure n°1. It starts by retrieving the video 
data from a fixed camera. Then, it estimates the current 
background and subtracts it from each frame. The result of this 
operation gives the moving objects in the video. Here, we 
consider that the only moving object in the scene is the 
human. After this step, the algorithm binarizes this result to 
get the silhouette of the person. Next, it converts the 2D 
silhouette into a 1D signal in order to reduce the 
computational cost. As a result, each individual is represented 
in the system by a sequence of signals. Then, the system 
generates a new space from all the signals of each individual 
in the database. This training operation enables to perform 
principal component analysis. The recognition is achieved by 
doing a similarity calculation in this new space for each 
silhouette extracted in the video. The identified person is the 
one having the highest number of corresponding silhouettes in 
the test sequence [3]. 
 

 
 

B. Motion  Detection 
There are many ways to segment moving object in a video 

and the most popular method is currently the background 
subtraction. The fact the camera is fixed, it is easy to extract 
the moving objects in the scene by subtracting the 
background. It is impossible to know the real background 
when a person is walking in the scene. The only way is to 
estimate the background.  

The first approach could have been to take a picture of the 

scene when nobody is inside. This solution works only if the 
background is constant which is not true in outdoor 
conditions. The luminosity is not the same in the morning than 
in the afternoon. If the morning background is subtracted from 
an afternoon video sequence, it will be hard to extract the 
moving objects. In the following paragraphs are described two 
different ways to estimate the current background in a video. 

1) Adaptive Background Estimation 
This simple approach makes the assumption that the closest 

background on the time line is the best estimation of the 
current background. The expression (1) enables to know when 
there is motion in a video:  

 
I (t1) and I (t2) are two successive frames of N pixels. If 

there is no motion between t1 and t2, the result of D will be 
close to zero because the two frames are the same [7]. The 
background is easily determined when there is no motion. 
When there is no motion over 30 successive frames, the 
background can be defined as the 15th frame. The problem is if 
the 15th frame is affected by a small change (illumination or 
small moving object), the accuracy of the background 
estimation is affected severely. That is why this technique is 
risky in outdoor conditions. 

2)  Median Background Estimation 
The test of the adaptive background estimation being not 

satisfactory, another solution based on the definition of the 
median has been applied. When no motion is detected, the 
value of pixels is in average constant. However, if there is 
motion, the value of pixels changes. The value of one pixel 
has been plot over the time in figure n°2. As we can see in 
figure n°2, the median seems to be a good approximation of 
the background. In experiment, this approximation works well 
if the motion duration is short compared to the size of the 
video [8]. 

 
Fig. 2.  Value of a pixel over the time 
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Fig. 1.  General architecture of the human recognition system [3] 
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3)  Background Estimation in the System 
A combination of the two background estimations presented 

previously seems to be the best solution. Indeed, if the 
background is estimated with median technique and updated 
every 60 frames, the estimation is less sensitive to slow 
illumination changes during a day. Moreover, the extraction of 
the silhouette using background subtraction will be less 
sensitive to the shadow of the moving person . 

4) Background Subtraction 
This step aims to get the moving object in the video. In 

order to accentuate the visibility of difference between each 
frame I and the background B, the algorithm does two 
operations for each frame of the video. 

 

 
              
          
 a and b represents respectively a pixel value of the frame and 
a pixel value of the background [3]. 

C. Feature Extraction 

1) Binarization  
This operation enables to get a black and white image 

corresponding to the silhouette of the moving person in the 
video. The program, after having applied (2) and (3), has two 
results which will be combined after two thresholding 
operations. A first threshold t1=0,3 is applied on the result of 
(2). If S > t1, pixels are considered to belong to the moving 
object otherwise they are interpreted to be in the background. 
Another threshold t2=0.01 is applied at the output of (3).  

The combination of these two results enables to get a better 
silhouette. 

2) Conversion into 1D signal 
This step aims to reduce the dimension of the input data in 

order to make the algorithm faster.  

 
Fig. 3.  Silhouette representation: (a) Boundary extraction (b) Distance 
between the centroid and each border pixel [3] 
 

By calculating the distance from the centroid for each 
border pixel thanks to the expression (4), the data contained in 
the silhouette are converted into a 1D signal.  

          (4)          [3] 

3) Signal Normalization 
The signal is normalized by the vertical distance traced in 

the figure n°3 a) in order to remove the impact of the scale.  
The fact this distance is quite constant during the walk, the 
person can be captured at 5m or 8m, only the relative position 
of boundary points is needed. 

In addition to that, the size of the signal is fixed to 360 
points by interpolation so that the signals have the same size 
for the similarity measures. 

D. Eigenspace Computation  
The purpose of this step is to generate a new space more 

adapted to analyze the similarity between the motions. Based 
on the gait of each person, the system computes a new space. 
Assuming the system has to be able to recognize L 
individuals. Each person is represented in the program by a 
sequence of distance signals. The algorithm uses as training 
set all the distance signals: [D11,D12,…, D1N, D21, D22,…, DLN] 
where Dij is the jth  distance signal of the person i and N the 
number of distance signal per person. 

The program computes the mean µ of this training set and 
also the covariance matrix ∑: 

 

 
By calculating the eigen vectors of ∑, the programs get a 

projection matrix W which enables to project distance signals 
into a new analysis space. 

 
E. Recognition 

The training set projected in the new space thanks to (7), the 
system is able to recognize people. Let Iu be a distance signal 
from an unknown walking person. The program subtracts the 
mean µ from Iu and projects this result in the eigenspace to 
perform similarity measure (8).  

 
 

 
 

The closest distance signal Pij in the database is considered 
to represent the silhouette Iu. By counting the number of 
silhouettes which are similar to those in the database, the 
program plots a histogram with the person on the abscissa. 
The maximum bar corresponds to the identified person. As we 
can see in figure n° 5 for example, the person number 4 is 
identified. 
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IV. EXPERIMENTS AND ANALYSIS 
Experiments have been done in order to verify the 

effectiveness of the program. The following parts describe the 
details of the tests. 

A. Database Creation  

1) Equipment Used  
The video for the training and tests stages have been 

captured with a camera OLYMPUS SP-51OUZ fixed on a 
tripod in SHQ mode (30 fps and 640x480). Then, the 
resolution of each video has been also reduced by 2 in order to 
save computation time. 

2) Database Structure  
The database contains videos of 20 individuals which are 

walking along a wall. These people have been filmed two 
times: one passage for the training stage and another one for 
the test. These persons have been filmed in lateral view at 6m 
as we can see in figure n°5 (a).  

The database contains 40 videos: 20 for the training stage 
and 20 for the tests. 

The training videos have been cut so that they contain at 
least 1 stride starting when the individuals stand with their feet 
together. These learning videos are 61 frames long. The test 
sequences have not been cut. 

3) Encountered Difficulties 
The quality of the input data must be good for 

discriminating people. A lot of attempts have been made to 
create this database. Indeed, we have made 4 attempts before 
obtaining and learning all the required conditions for the 
identification. As a result, the system works only if we respect 
the following operating conditions:  
• The contrast between the human and the background 

needs to be high. Indeed, identification has failed 1 
time in our experiment due to the color of the clothes 
which is too similar to the background. 

• The light where the video are taken must be as constant 
as possible. Indeed, we noticed that when the sun light 
changes suddenly, it creates errors in the extraction of 
the silhouette. Perhaps, even if the light is constant, 
there is a problem with the shadow of the person. 
Indeed, this shadow is considered by the system as a 
moving object too. 

• The weather needs to be as good as possible. The wind is 
a source of perturbation which introduces noise in the 
segmentation.  

B. From Video Processing to Identification 
 The algorithm is implemented in Matlab code. The 

program starts by converting the videos in YCbCr in order to 
work on the Y component. The passage of an object in front of 
the camera is more visible on the Y channel. 

Then, the background is estimated with the technique 
described in part III B 3.The result of this operation is 
illustrated in the figure n°4. 

 
Fig. 4 Result of median background estimation over 60 frames 

 Using background subtraction techniques described in part 
III B 4, the algorithm extracts the human silhouette. Then, the 
system converts these data in 1D like it is explained in part III 
C 2. Repeating these operations for each silhouette of each 
individual, the program generates a new analysis space and 
registers the motion of people in the database. 

By measuring the similarity between the extracted 
silhouettes and those of each person in the database, the 
system generates a histogram representing the number of 
extracted silhouettes corresponding to each individual 
registered in the database. The system considers that the 
person in the database having the highest bar in this histogram 
is the walking person in the test video (figure n°5). 

C. Advantages and Weaknesses of the Identification System  
1) Advantages  

The “security” of the identification in the histogram is quite 
good (see figure n°5 or appendix B for more details). Indeed, 
the maximum bar which corresponds to the identified person 
is in average at least twice superior to the second maximum. 
Moreover the silhouette recognition accuracy is 48% in 
average. 

The capacity to be less sensitive to the speed of the walk is 
a good point. Indeed, people can walk at different speed 
keeping the same posture if we admit that the gait of a person 
is the same between 3 and 6 km/h approximately. The gait 
changes when individuals exceed a certain speed. 

Most of people in the database wear clothes which are quite 
similar. The gait is the only source of data to do the 
identification. This experiment confirms that gait is a rich 
source of information which enables identification. 

The computation time for the training stage is 112 sec for 
20 persons which correspond to 5,6 sec per person with an 
2,4GHz Intel Core 2 Duo. The recognition of a person in a 
video during 5 sec in average is 14 sec. By knowing that 
performances of processor are improved each year and also 
that the matlab code used here is not optimized, this algorithm 
proposed might be used for real time application if the code is 
translate in C code. 
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2) Weaknesses 
Sometimes, the system cannot identify people. Indeed, the 

recognition has failed one time in our experiment because the 
walking person was wearing a grey jacket and the color of the 
background was light brown. As a result, any segmentation is 
possible: the system is blind. 

The quality of video segmentation is a key step of the 
algorithm because it is the only source of data which enables 
the recognition. Although the system recognizes the person 
with the segmentation illustrated in figure n°6, it could have 
corrupted the vision of the system with a failed identification. 
Indeed, if the program does several bad segmentations, the 
system will have difficulties to distinguish people. 

 
Fig. 6 Bad segmentation of a video for person 11: feet disappear 
 
Another weakness is the direction of the walk. The 

implemented system does not enable the recognition of people 
in both directions. This problem can be solved by doing 
symmetry of the silhouette in function of the direction of the 
motion in the learning and test video. 

People in the database wear the same clothes for the 
training stage and the test. If people are filmed with different 
clothes, the recognition rate will decrease. Indeed, the clothing 
characteristics (slim, large) modify the silhouette and alter the 
vision of the system. 

The number of people in the database is quite small here. 
The recognition rate of the system will decrease at a certain 
number of people. Indeed, the probability to do errors in the 
discrimination of silhouettes increases when the system has to 
be able to recognize a large set of people. 

D. Possible Application Domains 
The system has been tested with a database containing 20 

persons and the accuracy is 95%. However, these good results 
are obtained only if we respect some conditions which are 
described in IV A 3. 

The fact the system is sensitive to the contrast between the 
clothes and the background, it can be used in environments 
where people have the same clothes: companies and army. 
This system can be used for automatic access control. For 
example, we can imagine that people are filmed in a corridor 
and the gate opens itself if the individual has the authorization. 
The advantage is that the person has not to put his hand on a 
fingerprint sensor.  

 
Fig. 5 Identification process: (a) 4 frames of a test sequence. (b) Respective 
extracted silhouettes for the 4 frames. (c)  Distance signal corresponding to 
the silhouettes. (d) Histogram representing the number of silhouette found in 
the test sequence for each person. 

DB 

Identification 

(b) 

(c) 

(d) 

(a) 



MEng in Electronics Systems (August 2012) 
 

6 

V. CONCLUSIONS  
Analyzing the gait of people to do identification is a 

complex problem because it requires to gather a certain 
number of operating conditions. This paper confirms that gait 
is a rich feature for biometrics. Indeed the system presented in 
this paper is able to identify people with an accuracy of 95%.  

The algorithm proposed here is efficient and is easy to 
implement. Its low computational cost and its speed 
independence are two significant advantages. The results 
obtained with this algorithm are very encouraging. 

Although, the system is working, the next step of this work 
is to know its exact limits: 
• What is the maximum number of people we can include in 

the database keeping a reasonable accuracy? 
•  Here, we keep all the eigen vectors for the projection 

matrix. How much can we reduce the dimension of the 
input data keeping a good precision? 

The method in this paper does not focus on the 
identification in the both walking direction. A new 
improvement could be the use of symmetry between 
silhouettes to add this feature to the system. 

A future experiment with another segmentation technique to 
extract the silhouette could be the use of a laser camera 
working like a sonar. The combination of the segmentation 
done from the laser and color camera could perhaps give a 
better silhouette extraction. 
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